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This study provides a systematic review of machine learning (ML) techniques 

applied in intrusion detection systems (IDS), with a particular focus on 

Random Forest (RF), Support Vector Machine (SVM), and Decision Tree 

(DT). Following the PRISMA guidelines, a comprehensive search of relevant 

databases identified 205 articles, from which 68 were selected for detailed 

analysis. The findings highlight that RF consistently outperforms other 

models, achieving accuracy rates as high as 99.72% in detecting Distributed 

Denial of Service (DDoS) attacks due to its ensemble learning approach. 

SVM, while effective in specific scenarios with binary classification tasks, 

struggles with scalability and high-dimensional datasets, though feature 

selection significantly improves its performance. DT models, known for their 

simplicity and interpretability, are prone to overfitting, but this issue is 

mitigated when combined with feature selection techniques. The study further 

emphasizes the importance of feature selection in enhancing IDS accuracy 

and efficiency across various models. Additionally, ensemble and hybrid 

methods, which combine multiple ML techniques, offer promising 

improvements in detection accuracy and real-time performance. These 

findings underscore the potential of machine learning, particularly through 

the use of ensemble and hybrid approaches, to significantly improve 

cybersecurity measures in modern networks. 
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1 Introduction 

Cybersecurity has become an increasingly critical 

concern in the digital age, as the growing dependence 

on internet-based systems and the proliferation of 

Internet of Things (IoT) devices expose individuals, 

organizations, and governments to cyber-attacks (Ngo 

et al., 2023). Cyber-attacks, such as Distributed Denial 

of Service (DDoS) attacks, can cause significant 

damage, leading to service disruptions and financial 

losses. According to Shrestha et al. (2020), the advent 

of sophisticated cyber-attacks has outpaced traditional 

security measures, making it essential to develop 

advanced tools to detect and mitigate these threats. In 

this context, Intrusion Detection Systems (IDS) have 

been the backbone of cybersecurity efforts, aiming to 

detect unauthorized access and potential security 

breaches in real-time (Ma et al., 2020). However, 

traditional IDS systems often struggle to cope with the 

increasing complexity and volume of attacks, 

particularly in the face of distributed and large-scale 

attacks like DDoS (Mell et al., 2022). Thus, the use of 

Machine Learning (ML) techniques has emerged as a 

promising approach to improve the detection 

capabilities of IDS, as these techniques can analyze vast 

amounts of data and identify hidden patterns indicative 

of malicious activities (Zhang et al., 2019). 

Machine Learning (ML) techniques have demonstrated 

their potential in various fields, including healthcare, 

finance, and cybersecurity, where they excel in 

analyzing large datasets and making predictions based 

on historical data (D'Angelo & Palmieri, 2021). In 

cybersecurity, ML techniques are employed to detect 

network intrusions by learning from previous attack 

patterns and identifying anomalies in network traffic 

(Srivastava et al., 2013). Several ML algorithms, such 

as Random Forest (RF), K-Nearest Neighbors (KNN), 

Support Vector Machine (SVM), and Decision Tree 

(DT), have been widely adopted in IDS to classify 

network traffic as either benign or malicious. These 

techniques offer varying degrees of accuracy and 

performance, depending on the nature of the attack and 

the features used in the classification process (Zhang et 

al., 2019). For instance, RF has gained popularity due to 

its high accuracy in intrusion detection and ability to 

handle large datasets efficiently (Tan et al., 2010). 

Furthermore, ML techniques are increasingly being 

combined with feature selection methods to enhance 

detection accuracy by reducing dimensionality and 

focusing on the most relevant features (Chaabouni et al., 

2019). 

Feature selection plays a crucial role in improving the 

performance of ML-based IDS. It involves selecting the 

 

Figure 1: Distributed denial-of-service (DDoS) Attack. 

 

Source: Ullah et al. (2023) 
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most critical features from a dataset that have the 

greatest impact on classification accuracy, which helps 

reduce computational complexity and improve the 

speed of detection (Shrestha et al., 2020). According to 

Chaabouni et al. (2019), feature selection can 

significantly enhance the performance of ML 

algorithms in detecting DDoS attacks, as it eliminates 

irrelevant or redundant features that may introduce 

noise into the model. The Decision Tree (DT) technique 

is particularly effective for feature selection, as it ranks 

the importance of each feature based on its contribution 

to the classification outcome (D'Angelo & Palmieri, 

2021). By identifying and prioritizing the most 

influential features, ML models can achieve higher 

accuracy in detecting cyber-attacks. For instance, the 

Random Forest algorithm, which is an ensemble 

learning method, benefits from feature selection 

techniques, as it constructs multiple decision trees using 

randomly selected subsets of features, leading to more 

robust predictions (Chen et al., 2018). 

Despite the promising performance of ML algorithms in 

intrusion detection, several challenges remain in 

implementing these techniques in real-world scenarios. 

One of the primary challenges is the selection of the 

appropriate ML algorithm for a given context, as 

different algorithms exhibit varying strengths and 

weaknesses depending on the attack type and network 

environment (Usman et al., 2019). For instance, while 

RF and DT techniques tend to perform well in detecting 

a broad range of cyber-attacks, algorithms such as SVM 

and KNN may struggle with complex attacks involving 

large-scale DDoS traffic (Manimurugan et al., 2020). 

Furthermore, the quality of the dataset used for training 

the model plays a significant role in the model's 

performance. Datasets with missing, redundant, or 

irrelevant data can reduce the accuracy of ML models, 

underscoring the importance of effective data 

preprocessing and feature selection (Sargolzaei et al., 

2020). As a result, researchers have emphasized the 

need for comprehensive data preprocessing steps, such 

as normalization and encoding, to improve the 

robustness and accuracy of ML-based IDS (Rawat & 

Bajracharya, 2015). 

Recent studies have demonstrated the efficacy of using 

ensemble methods, which combine multiple ML models 

to improve detection accuracy and reduce false 

positives (Chen et al., 2015). Ensemble techniques, such 

as bagging and boosting, have been particularly 

effective in addressing the limitations of individual 

classifiers by aggregating their predictions and making 

a final decision based on the majority vote (Nhat-Duc & 

Van-Duc, 2023). For instance, the ensemble approach 

of combining Random Forest with SVM has been 

shown to achieve higher accuracy in detecting DDoS 

attacks than either model alone (Zhang et al., 2011). 

Additionally, hybrid models that integrate deep learning 

techniques, such as Convolutional Neural Networks 

(CNN), with traditional ML models have also been 

explored to further enhance the detection capabilities of 

IDS (Sargolzaei et al., 2020). As ML techniques 

continue to evolve, their application in cybersecurity is 

likely to expand, providing more robust and adaptive 

solutions to emerging threats. 

The primary objective of this review is to provide a 

comprehensive analysis of the role of machine learning 

(ML) and feature selection techniques in enhancing 

cybersecurity attack detection, particularly in the 

context of Distributed Denial of Service (DDoS) 

attacks. This review seeks to compare the effectiveness 

of various ML algorithms, such as Random Forest (RF), 

K-Nearest Neighbors (KNN), Support Vector Machine 

(SVM), and Decision Tree (DT), in detecting malicious 

network traffic. Additionally, it aims to examine how 

feature selection methods can improve the accuracy and 

efficiency of these ML models by identifying the most 

relevant features for classification. By synthesizing 

findings from recent studies, this review endeavors to 

highlight the strengths and limitations of each approach, 

explore the integration of ensemble and hybrid models, 

and provide insights into future research directions in 

developing more robust and adaptive Intrusion 

 

Figure 2: Main targets of the Distributed Denial of Service 

(DDoS) attacks 
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Detection Systems (IDS). 

2 Literature Review 

This section presents an overview of the existing 

research on the use of machine learning (ML) 

techniques and feature selection methods for 

cybersecurity attack detection, with a focus on 

Distributed Denial of Service (DDoS) attacks. As 

cyber-attacks grow in complexity, traditional security 

systems have struggled to keep pace, prompting the 

need for advanced ML-based Intrusion Detection 

Systems (IDS). The literature review synthesizes key 

studies that explore various ML algorithms and their 

effectiveness in identifying malicious network 

activities. Additionally, this section highlights the role 

of feature selection in enhancing the accuracy of these 

models by reducing data complexity and improving 

classification outcomes. The review aims to provide a 

comprehensive understanding of the current state of 

research, identify gaps, and outline potential 

advancements in the field of cybersecurity. 

2.1 Machine Learning Techniques for Intrusion 

Detection 

2.1.1 Random Forest (RF) 

Random Forest (RF) is a widely utilized ensemble 

learning technique that builds multiple decision trees 

during training and combines their outputs to enhance 

classification accuracy. It has become increasingly 

favored in intrusion detection systems (IDS) due to its 

robustness, ability to manage high-dimensional data, 

and effectiveness in detecting both known and unknown 

cyber-attacks (Acosta et al., 2020; Derhab et al., 2019). 

RF’s architecture, which integrates the predictions of 

several decision trees based on random subsets of 

features, enables it to capture various facets of network 

traffic data, making it particularly adept at identifying 

complex cyber-attacks such as Distributed Denial of 

Service (DDoS) attacks. As Zhang et al. (2019) explain, 

the ensemble approach of RF mitigates the issue of 

overfitting, a common challenge in machine learning 

(ML)-based IDS, while delivering high accuracy and 

low false-positive rates. This makes RF a highly reliable 

model in diverse cybersecurity applications, especially 

when addressing large datasets that encompass a wide 

spectrum of attack patterns (Cuadra et al., 2017). 

Several studies have illustrated RF's effectiveness in 

detecting DDoS attacks. For example, Ding et al. (2014) 

demonstrated that RF outperformed other ML 

algorithms such as K-Nearest Neighbors (KNN), 

Support Vector Machine (SVM), and Logistic 

Regression (LR) when applied to the CIC-IDS dataset, 

achieving an impressive accuracy of 96.5%. Similarly, 

Das et al. (2019) evaluated RF against conventional IDS 

models and found that RF achieved superior 

performance in detecting DDoS attacks within the NSL-

KDD dataset, with an accuracy of 99.72%. Moreover, 

Ahmed et al. (2019) emphasized RF’s capability to 

handle imbalanced data, a frequent issue in intrusion 

detection, which enables it to maintain high detection 

rates even in environments dominated by benign traffic. 

This ability underscores RF's utility in mitigating 

cybersecurity threats, particularly in high-traffic 

network settings where both precision and speed are 

 

Figure 3: Machine Learning Techniques for Intrusion Detection 
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crucial. When compared to other ML techniques, RF 

consistently demonstrates superior performance. Ding 

et al. (2014) note that RF’s accuracy in detecting DDoS 

attacks surpasses that of SVM, which often struggles 

with high-dimensional data, and KNN, which becomes 

computationally intensive for large datasets. 

Additionally, Ahmed et al. (2019) observed that while 

decision trees (DT) are effective for classification tasks, 

their standalone use is prone to overfitting, making RF’s 

ensemble approach a more stable and generalizable 

solution. Furthermore, Ishizaki et al. (2018) highlighted 

that RF’s ability to perform feature selection during 

training enhances its detection capabilities, allowing it 

to outperform simpler models like KNN and DT. In 

summary, RF’s combination of high accuracy, low 

computational cost, and effective handling of large and 

complex datasets establishes it as one of the most 

reliable techniques for DDoS attack detection in IDS 

(Ishizaki et al., 2018; Samuel et al., 2020). 

2.1.2 K-Nearest Neighbors (KNN) 

K-Nearest Neighbors (KNN) is a simple, yet powerful, 

machine learning algorithm used for both classification 

and regression tasks. In the context of cybersecurity, 

KNN is employed for its ease of implementation and 

effectiveness in classifying network traffic as either 

benign or malicious (Hong et al., 2020). The algorithm 

works by calculating the distance between a data point 

and its 'K' nearest neighbors, assigning the most 

common class among the neighbors to the data point. 

KNN has shown utility in intrusion detection systems 

(IDS) because it can model complex relationships 

between network features without needing a parametric 

model (Pajouh et al., 2015). However, the effectiveness 

of KNN in cybersecurity largely depends on the value 

of 'K' and the choice of distance metric, which 

significantly influences its accuracy and computation 

time (Deng et al., 2010). Despite being an intuitive and 

non-parametric algorithm, KNN struggles with high-

dimensional data and large datasets, where 

computational complexity increases significantly 

(Eckelt et al., 2023). This is a notable limitation when 

dealing with large-scale cyber-attacks like Distributed 

Denial of Service (DDoS) attacks, which generate 

massive amounts of traffic (Khan et al., 2019). Several 

studies have explored the performance of KNN in 

detecting cyber-attacks, particularly in IDS. Lee et al. 

(2018) tested KNN on the CIC-IDS dataset and found 

that while it performed reasonably well, with an 

accuracy of 90.4%, it was outperformed by other 

algorithms such as Random Forest (RF) and Support 

Vector Machine (SVM) in terms of both accuracy and 

efficiency. Al-Sahaf et al. (2019) highlighted similar 

results when comparing KNN with decision trees (DT) 

and logistic regression (LR), noting that KNN’s 

performance is hindered by its sensitivity to high-

dimensional data, which is common in IDS datasets. 

Additionally, Tufail et al. (2021) observed that KNN’s 

computational cost increases with the size of the dataset, 

making it less suitable for real-time intrusion detection 

in large networks. However, when used in smaller 

datasets or in combination with dimensionality 

reduction techniques like Principal Component 

Analysis (PCA), KNN can still be an effective tool for 

detecting certain types of attacks (Mitchell & Chen, 

2014). While KNN offers simplicity and 

interpretability, its limitations in handling large and 

complex datasets necessitate careful consideration in 

cybersecurity applications (Al-Sahaf et al., 2019; 

Verbraeken et al., 2020). 

2.1.3 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a powerful 

supervised machine learning algorithm widely used for 

both classification and regression tasks, particularly in 

network security. SVM operates by identifying the 

optimal hyperplane that separates data into distinct 

classes, maximizing the margin between groups (Hong 

et al., 2020). In cybersecurity, SVM is frequently 

employed in intrusion detection systems (IDS) due to its 

ability to handle high-dimensional datasets and its 

effectiveness in binary classification tasks, such as 

distinguishing between malicious and benign network 

traffic (Lee et al., 2018). It is particularly well-suited for 

cases where classes are linearly separable, making it an 

effective tool for identifying common cyber-attacks, 

such as Distributed Denial of Service (DDoS) and 

malware attacks, as it focuses on minimizing 

misclassification (Jim et al., 2024; Uzzaman et al., 

2024). However, while SVM performs well in 

controlled environments, its efficiency tends to 

diminish when dealing with highly imbalanced datasets, 

which are common in real-world network traffic 

scenarios (Al-Sahaf et al., 2019). Numerous studies 

have demonstrated SVM's accuracy in various attack 

detection scenarios. For instance, Lee et al. (2018) 
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reported that SVM achieved an accuracy of 90.4% on 

the CIC-IDS dataset, outperforming K-Nearest 

Neighbors (KNN) in detecting network-based attacks. 

Similarly, Hu et al. (2018) compared SVM with other 

machine learning algorithms, such as Random Forest 

(RF) and Decision Tree (DT), for detecting DDoS 

attacks on the NSL-KDD dataset. Although SVM 

achieved a high accuracy of 98.54%, RF outperformed 

it due to its superior handling of large datasets. Ishizaki 

et al. (2018) also noted that while SVM can be highly 

accurate, its performance often declines in large, non-

linear datasets where kernel functions and parameter 

tuning are necessary to maintain accuracy. Despite 

these limitations, SVM remains a reliable tool for 

intrusion detection when combined with appropriate 

preprocessing and feature selection techniques (Pajouh 

et al., 2019). Comparisons with ensemble models 

further highlight SVM’s strengths and weaknesses. 

While SVM performs well on its own, several studies 

suggest that combining it with other models, such as 

Random Forest or ensemble techniques, can 

significantly improve detection accuracy (Pajouh et al., 

2015). Deng et al. (2010)  showed that an ensemble 

approach combining SVM with a deep neural network 

(DNN) outperformed standalone SVM in detecting 

DDoS attacks, achieving higher accuracy and a lower 

false-positive rate. Similarly, Ahmed et al. (2019) found 

that ensemble methods, which aggregate the predictions 

of multiple classifiers, mitigate the limitations of 

individual algorithms like SVM by providing a more 

robust defense against varied attack patterns. 

Techniques such as bagging and boosting, when 

combined with SVM, offer better generalization and 

improved performance in real-world scenarios, making 

them highly suitable for large-scale intrusion detection 

systems (Zhou et al., 2021). This trend underscores the 

growing importance of hybrid models that integrate 

SVM with other machine learning techniques to 

enhance cybersecurity measures. Moreover, the dual 

form of SVM optimization is used for non-linear SVM, 

especially with the kernel trick. The dual form 

maximizes the following function: 

 
 

Subject to: 

 

 

 

 

Where: 

• αi are the Lagrange multipliers. 

2.1.4 Decision Tree (DT) 

Decision Tree (DT) is a widely utilized supervised 

learning algorithm that classifies data by splitting it into 

branches based on feature values, creating an intuitive, 

tree-like structure that makes it both accessible and 

interpretable, particularly for intrusion detection 

systems (IDS). In cybersecurity, DT is frequently 

applied to classify network traffic as either benign or 

malicious due to its capacity to handle both categorical 

and continuous data, excelling in situations where clear 

decision rules can be established from available features 

(Ozay et al., 2013). The DT algorithm works by 

recursively partitioning the dataset according to the 

most significant features, which helps to identify 

patterns associated with cyber-attacks, such as 

Distributed Denial of Service (DDoS) attacks (Schmidt 

et al., 2016). One of the major advantages of DT is its 

ease of interpretation, making it particularly valuable in 

cybersecurity, where understanding the reasoning 

behind classification decisions is critical for building 

trust and facilitating response strategies (K. Wang et al., 

2020; Shamim, 2022). However, a key limitation of DT 

is its susceptibility to overfitting, especially when the 

tree grows too complex, which can limit its 

generalizability to new data (Ozay et al., 2013). Studies 

have shown that integrating feature selection techniques 

with DT can significantly enhance its performance in 

detecting cyber-attacks (Higgins et al., 2021; K. Wang 

et al., 2020; Zhang et al., 2021). For example, Hu et al. 

(2018) highlighted that feature selection, by reducing 

the dimensionality of network data, improves both the 

accuracy and efficiency of DT-based intrusion detection 

systems. By focusing on the most relevant features, DT 

models can isolate the critical aspects of network traffic 

that differentiate between benign and malicious activity, 

reducing noise and enhancing prediction accuracy. 

Ozay et al. (2013) further emphasized that feature 

selection helps prune irrelevant or redundant features, 

thus preventing overfitting, which is a common 

challenge in high-dimensional datasets such as those 

used in IDS. Fu (2022) also demonstrated that a DT 

model with integrated feature selection could 

significantly improve DDoS detection accuracy and 
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speed compared to models without feature selection, 

underscoring its importance in optimizing DT for 

cybersecurity applications. Nevertheless, when 

compared to other machine learning models, DT often 

performs competitively but can be outperformed by 

more complex ensemble methods, particularly in large-

scale intrusion detection. Md Abdur et al. (2024) 

compared DT with Random Forest (RF) and Support 

Vector Machine (SVM) for detecting DDoS attacks, 

finding that although DT delivered solid results, RF 

outperformed it due to its ensemble approach, which 

mitigates overfitting by averaging multiple decision 

trees. Similarly, Hu et al. (2018) noted that DT's 

performance in large datasets is often inferior to 

ensemble methods like RF or boosting techniques, 

which enhance model stability and reduce overfitting 

risks. Nonetheless, in scenarios where model 

interpretability is crucial, DT remains a preferred choice 

due to its straightforward decision-making process 

(Ozay et al., 2013). Overall, while DT offers simplicity 

and transparency in intrusion detection, combining it 

with feature selection and ensemble techniques can 

further optimize its performance, making it a valuable 

tool in the cybersecurity landscape (Nhat-Duc & Van-

Duc, 2023). Moreover, Gini impurity is a criterion used 

in Decision Trees to evaluate the quality of a split. It 

measures the likelihood of a random sample being 

incorrectly classified if it was randomly labeled 

according to the distribution of class labels in a subset. 

 

2.2 Decision Tree-Based Feature Selection 

Decision Trees (DT) play a pivotal role in feature 

selection by providing a natural mechanism for ranking 

features based on their importance in making 

classification decisions. The decision-making process 

of DT involves recursively splitting the dataset 

according to the feature that offers the highest 

information gain or the lowest Gini impurity, thereby 

ranking features by their contribution to the 

classification task (Dao & Lee, 2022). This inherent 

feature-ranking capability makes DT a powerful tool for 

selecting the most relevant features in large datasets, 

particularly in the context of intrusion detection systems 

(IDS), where high-dimensional data can negatively 

impact performance (Schmidt et al., 2016). Once 

features are ranked, less important or redundant features 

can be pruned, allowing the model to focus on the most 

critical variables, which not only improves 

classification accuracy but also reduces computational 

complexity (Mitchell & Chen, 2014). As a result,  DT-

based feature selection has gained popularity in 

cybersecurity applications, where it aids in the 

identification of key indicators of malicious activity, 

such as specific network behaviors or traffic patterns 

(Al-Garadi et al., 2020). 

Several case studies have demonstrated significant 

improvements in model performance when feature 

selection is integrated with Decision Tree-based 

models. For example, (Higgins et al., 2021)explored the 

use of DT-based feature selection in detecting 

Distributed Denial of Service (DDoS) attacks and 

reported a noticeable increase in accuracy and 

efficiency after removing irrelevant features. Similarly, 

Al-Garadi et al. (2020) compared the performance of 

intrusion detection systems with and without DT-based 

 

Figure 4: Entity-Relationship Diagram 
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feature selection and found that models incorporating 

feature selection achieved superior results, reducing 

false positives while maintaining high detection rates. 

In another study, Tufail et al. (2021) highlighted that 

feature selection with DT enhanced the detection of 

various types of cyber-attacks by improving the model’s 

ability to generalize across different datasets. The 

reduced dimensionality not only increased the speed of 

detection but also improved the interpretability of the 

results, making it easier for security analysts to identify 

and respond to specific threats (Lee et al., 2018). These 

findings underscore the effectiveness of DT-based 

feature selection in enhancing the performance of 

machine learning models in cybersecurity applications. 

2.3 Other Feature Selection Methods 

Principal Component Analysis (PCA) and Recursive 

Feature Elimination (RFE) are widely used feature 

selection techniques in intrusion detection systems 

(IDS) to address the challenges of high-dimensional 

datasets and improve model performance. PCA is a 

statistical technique that transforms the original dataset 

into a smaller set of orthogonal components, capturing 

the most variance in the data while reducing its 

dimensionality (Khan et al., 2019). This method is 

particularly effective in situations where 

multicollinearity between features exists, as it 

eliminates redundant information while preserving the 

essential features needed for accurate classification 

(Pajouh et al., 2019). On the other hand, RFE is an 

iterative method that works by recursively removing the 

least significant features and building the model 

repeatedly (Islam, 2024; Islam & Apu, 2024; Maraj et 

al., 2024), identifying the optimal set of features that 

contribute the most to the prediction task (Lee et al., 

2018). RFE is often applied with algorithms like 

Random Forest or Support Vector Machine (SVM) to 

fine-tune feature selection and improve model precision 

in IDS (Deng et al., 2010). Both PCA and RFE have 

gained traction in cybersecurity applications as they 

help streamline the feature selection process, reducing 

computational overhead and enhancing model 

interpretability. 

Several studies have performed comparative analyses of 

feature selection techniques like PCA, RFE, and others 

in the context of IDS (Deng et al., 2010; Ishizaki et al., 

2018; Verbraeken et al., 2020). Hong et al. (2020) 

compared PCA and RFE for detecting Distributed 

Denial of Service (DDoS) attacks and found that PCA 

performed better in reducing dimensionality for large 

datasets, improving the speed of detection while 

maintaining accuracy. However, RFE provided superior 

results when integrated with ensemble methods like 

Random Forest, as it fine-tuned feature selection by 

focusing on the most relevant features and discarding 

irrelevant ones (Al-Sahaf et al., 2019). Similarly, 

Samuel et al. (2020) demonstrated that combining RFE 

with machine learning algorithms like SVM 

significantly improved the accuracy of IDS by selecting 

the most influential features, while PCA was more 

suitable for datasets with multicollinear variables. A 

study by Verbraeken et al. (2020) further emphasized 

that while PCA excels in scenarios requiring rapid 

dimensionality reduction, RFE's iterative process 

allows for more granular control, making it a better fit 

for datasets where subtle patterns need to be detected. 

These comparisons highlight that the effectiveness of 

feature selection methods varies depending on the 

dataset and the intrusion detection task, suggesting that 

hybrid approaches combining multiple techniques can 

offer the most robust solutions. 

2.4 Hybrid and Ensemble Methods 

The rise of hybrid models combining Machine Learning 

(ML) and Deep Learning (DL) has shown significant 

promise in improving the accuracy and efficiency of 

intrusion detection systems (IDS). Hybrid models 

leverage the strengths of both ML and DL techniques, 

allowing for more sophisticated detection of complex 

cyber-attacks such as Distributed Denial of Service 

(DDoS) and Advanced Persistent Threats (APT) (Al-

Sahaf et al., 2019). For example, ML algorithms like 

Random Forest (RF) or Support Vector Machine (SVM) 

are used for feature extraction and selection, while deep 

learning models like Convolutional Neural Networks 

(CNN) or Recurrent Neural Networks (RNN) handle the 

classification of network traffic (Lee et al., 2018). The 

hybridization of these approaches allows for improved 

detection of both known and unknown threats by 

capturing a wider range of features and behaviors. 

According to Al-Sahaf et al. (2019), DL models excel 

at automatically learning intricate patterns in data, 

especially when combined with ML-based feature 

selection, making hybrid models more adaptable to real-

time and large-scale environments. 

Studies have increasingly explored the benefits of 

ensemble techniques, which combine multiple 

classifiers to enhance detection performance. One 
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common approach is to combine Random Forest (RF) 

with Support Vector Machine (SVM), leveraging RF's 

ability to handle high-dimensional data and SVM’s 

precision in binary classification tasks (Samuel et al., 

2020). Lee et al. (2018) demonstrated that ensemble 

models that aggregate predictions from RF, SVM, and 

Decision Trees (DT) offer significantly higher accuracy 

and lower false-positive rates than standalone models. 

In particular, an ensemble method combining RF with 

SVM for intrusion detection achieved an accuracy of 

over 99%, outperforming individual models that 

struggled with either dimensionality (RF) or processing 

time (SVM) (Pajouh et al., 2015). Additionally, 

Appasani and Mohanta (2018) emphasized that 

ensemble approaches like bagging and boosting further 

enhance the robustness of intrusion detection systems 

by reducing the variance and bias of individual 

classifiers, leading to improved generalization and 

higher detection rates. Overall, hybrid and ensemble 

methods have become critical in advancing the state of 

IDS by combining the strengths of various models and 

mitigating their weaknesses. 

2.5 Challenges in ML-Based Intrusion Detection 

Systems 

One of the primary challenges in Machine Learning 

(ML)-based Intrusion Detection Systems (IDS) is the 

quality of the datasets used for training models. Many 

intrusion detection datasets suffer from issues such as 

imbalance, where benign traffic significantly outweighs 

malicious traffic, leading to skewed model performance 

(Ding et al., 2014). This imbalance can result in models 

that are biased toward predicting benign activity, thus 

increasing the likelihood of missing actual threats 

(Kumar et al., 2022). Moreover, many available datasets 

contain redundant or irrelevant features, which can 

introduce noise into the model and hinder its ability to 

generalize to real-world scenarios (Gumaei et al., 2020). 

Datasets like KDD'99 and NSL-KDD, although widely 

used, have been criticized for containing outdated attack 

patterns that do not reflect modern cyber threats (Kumar 

et al., 2022; Shamim, 2024). Additionally, the presence 

of mislabeled or incomplete data can further reduce the 

accuracy of ML models in detecting sophisticated 

attacks, emphasizing the need for more robust, up-to-

date datasets that accurately represent current cyber-

attack trends (Jian et al., 2018). Therefore, improving 

data quality through rigorous preprocessing, feature 

selection, and synthetic data generation is crucial for 

enhancing the effectiveness of ML-based IDS. 

Selecting the appropriate ML algorithm for different 

types of attacks poses another significant challenge in 

the development of IDS. No single algorithm is 

universally effective against all kinds of cyber-attacks, 

as each attack type can present distinct characteristics 

that require different approaches for detection (Faheem 

 

Figure 5: Challenges in ML-Based Intrusion Detection Systems 
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et al., 2018). For example, while Random Forest (RF) is 

effective in handling high-dimensional datasets and 

detecting a broad range of attacks, algorithms like 

Support Vector Machine (SVM) may struggle with 

large-scale traffic but excel in binary classification tasks 

(Zhang et al., 2021). K. Wang et al. (2020) observed that 

even highly effective ML models often struggle with 

high false-positive rates, particularly in real-time 

detection environments, where distinguishing between 

benign and malicious activity is crucial. False positives 

can overwhelm security analysts and diminish trust in 

the system. Furthermore, real-time detection requires 

models that are not only accurate but also 

computationally efficient, as delays in detecting attacks 

can result in significant damage (Naz et al., 2019). 

Addressing these issues requires a careful balance of 

accuracy, efficiency, and adaptability, often achieved 

through the integration of ensemble methods or hybrid 

models that combine the strengths of multiple 

algorithms. 

3 Method 

The methodology for this study follows the Preferred 

Reporting Items for Systematic Reviews and Meta-

Analyses (PRISMA) guidelines, ensuring a structured, 

transparent, and replicable approach throughout the 

review process. The use of PRISMA guidelines 

facilitates a rigorous assessment of the existing 

literature, reducing bias and enhancing the reliability of 

the results. The methodology involved four key stages: 

identification, screening, eligibility, and inclusion of 

relevant studies. 

3.1 Identification Phase 

In the identification phase, a comprehensive search of 

multiple electronic databases was conducted to gather 

relevant studies on machine learning-based intrusion 

detection systems (IDS). The databases used included 

IEEE Xplore, PubMed, Springer, ScienceDirect, and 

Google Scholar. The search focused on keywords such 

as "machine learning," "intrusion detection," 

"cybersecurity," "Random Forest," "Support Vector 

Machine," and "Decision Tree." These searches were 

performed to identify research articles published 

between 2010 and 2023 that specifically examined the 

use of Random Forest (RF), Support Vector Machine 

(SVM), and Decision Tree (DT) in IDS. The initial 

search resulted in the identification of 205 articles. After 

removing duplicates, 187 unique studies remained. 

3.2 Screening Phase 

During the screening phase, the titles and abstracts of 

the 187 articles were reviewed to determine their 

relevance to the topic. Articles that did not focus on 

machine learning techniques in the context of IDS or 

cybersecurity were excluded. Furthermore, studies that 

were not available in English, lacked full-text 

availability, or were conference abstracts without 

sufficient detail were also removed from consideration. 

After this screening process, 120 articles were selected 

for further review. 

3.3 Eligibility Phase 

In the eligibility phase, full-text reviews of the 120 

articles were conducted to assess their alignment with 

the study’s objectives. Articles were evaluated based on 

predefined inclusion and exclusion criteria. Studies that 

focused on the application of RF, SVM, DT, or 

 

Figure 6: Employed PRISMA Method 
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ensemble methods in IDS were included, with a 

particular emphasis on those that compared the 

performance of these models and employed feature 

selection techniques. Conversely, review papers, 

articles lacking original data or sufficient 

methodological transparency, and studies that did not 

offer comparative analysis of ML models were 

excluded. After a thorough review, 68 articles were 

deemed eligible for inclusion in the final analysis. 

3.4 Inclusion Phase 

The final inclusion phase involved a detailed analysis of 

the 68 selected studies. Each study was reviewed to 

extract data on the performance of RF, SVM, and DT in 

detecting cyber-attacks, particularly Distributed Denial 

of Service (DDoS) attacks, in IDS. The analysis 

included metrics such as accuracy, computational 

efficiency, handling of high-dimensional datasets, and 

the effect of feature selection techniques on model 

performance. Studies that demonstrated the application 

of feature selection to improve detection rates and 

reduce false positives were given special attention. This 

systematic approach ensured that the selected studies 

provided a comprehensive understanding of the role of 

machine learning techniques in enhancing cybersecurity 

defenses. 

4 Findings 

The findings of this study, based on a systematic review 

of 68 relevant articles, reveal that Random Forest (RF) 

consistently outperforms other machine learning (ML) 

techniques, such as Support Vector Machine (SVM) 

and Decision Tree (DT), in intrusion detection systems 

(IDS), particularly in detecting Distributed Denial of 

Service (DDoS) attacks. The studies demonstrated that 

RF’s ensemble learning approach allows it to handle 

high-dimensional datasets more effectively than other 

models, achieving higher accuracy rates and reducing 

false positives. RF’s ability to combine multiple 

decision trees and perform feature selection during 

training enhances its ability to generalize across 

different types of cyber-attacks. Several studies 

highlighted RF’s accuracy, ranging from 96.5% to 

99.72%, making it one of the most reliable models for 

large-scale intrusion detection. These results confirm 

RF’s superiority in environments where fast and 

accurate classification is critical, such as high-traffic 

network environments. 

In contrast, Support Vector Machine (SVM), while 

effective in controlled environments, faces challenges 

in handling large, imbalanced datasets. The review 

found that although SVM performs well in binary 

classification tasks, such as distinguishing between 

benign and malicious traffic, it struggles with scalability 

when applied to real-time intrusion detection systems. 

SVM models achieved high accuracy in certain 

scenarios, with performance levels of up to 98.54%, but 

studies noted that SVM often requires significant 

computational resources, particularly when dealing 

with complex, non-linear datasets. Kernel functions and 

 

Figure 7: Random Forest (RF) Performance 
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parameter tuning are necessary to maintain 

performance, making SVM less suitable for large-scale 

IDS compared to RF. Nonetheless, SVM continues to 

be an effective tool when combined with feature 

selection techniques, especially in binary classification 

of specific attack types, such as DDoS and malware 

attacks. 

The findings also highlight the benefits of integrating 

Decision Tree (DT) with feature selection techniques to 

improve IDS performance. DT models are known for 

their interpretability and simplicity, making them 

valuable in scenarios where transparency in decision-

making is essential. However, standalone DT models 

are prone to overfitting, particularly in high-

dimensional datasets. Studies in this review found that 

feature selection techniques, when applied to DT 

models, significantly enhance their accuracy by pruning 

irrelevant or redundant features, thus reducing 

overfitting. Feature selection allowed DT models to 

focus on the most relevant aspects of network traffic, 

improving both prediction accuracy and computational 

efficiency. While DT models were outperformed by 

more complex methods like RF, they remain a useful 

option in IDS where interpretability and simplicity are 

prioritized. 

A key theme in the reviewed studies is the importance 

of feature selection in optimizing the performance of 

ML-based intrusion detection systems. Across RF, 

SVM, and DT models, studies demonstrated that feature 

selection significantly enhances detection accuracy by 

reducing the dimensionality of data and eliminating 

noise. Techniques such as Recursive Feature 

Elimination (RFE) and Principal Component Analysis 

(PCA) were frequently applied in the studies, leading to 

improvements in both detection speed and accuracy. 

For instance, RF models incorporating feature selection 

achieved accuracy rates as high as 99.72%, while 

models without feature selection struggled to maintain 

comparable performance. These findings underscore 

the critical role of feature selection in enhancing IDS by 

enabling models to focus on the most relevant features, 

which is particularly important in large datasets with a 

high number of features. 

Finally, the review also emphasized the growing role of 

ensemble methods and hybrid models in improving IDS 

performance. Several studies demonstrated that 

combining ML techniques, such as RF and SVM, in 

ensemble approaches resulted in significant 

improvements in detection accuracy and reduced false-

positive rates. Ensemble methods like bagging and 

boosting were particularly effective in leveraging the 

strengths of multiple models to address the weaknesses 

of individual classifiers. For example, hybrid models 

combining RF with SVM achieved superior results in 

detecting DDoS attacks, with accuracy levels 

surpassing 99%. These findings highlight the potential 

of ensemble approaches to provide more robust and 

scalable solutions for real-time intrusion detection, 

offering improved generalization across various types 

of cyber-attacks while maintaining high detection 

accuracy. 

5 Discussion 

The results of this study reaffirm the superiority of 

Random Forest (RF) as a machine learning algorithm 

for intrusion detection systems (IDS), especially in 

detecting Distributed Denial of Service (DDoS) attacks. 

This finding aligns with earlier studies that have 

consistently recognized RF’s ensemble learning 

approach as particularly suited to handling large, high-

dimensional datasets. For instance, Sakhnini et al. 

(2019) and H. Wang et al. (2020) reported RF’s strong 

performance in IDS, attributing its success to the 

model’s ability to combine multiple decision trees, 

which reduces the risk of overfitting and enhances 

generalization. The results of this study further 

substantiate these claims, with RF achieving accuracy 

rates as high as 99.72%, surpassing both Support Vector 

Machine (SVM) and Decision Tree (DT) models. 

Compared to previous findings, this review confirms 

that RF remains the preferred method for large-scale 

IDS, particularly in complex network environments 

where both accuracy and efficiency are critical. 

While Support Vector Machine (SVM) also 

demonstrated strong performance in controlled 

environments, the review highlights its limitations when 

dealing with real-world, large-scale datasets. Previous 

studies, such as those by Ozay et al. (2013), noted that 

SVM requires significant computational resources and 

struggles with scalability, particularly in imbalanced 

datasets common in intrusion detection. The present 

study corroborates this by demonstrating that SVM, 

despite achieving up to 98.54% accuracy in binary 

classification tasks, underperforms compared to RF in 

terms of handling complex, non-linear datasets. This 

study echoes earlier research that highlights the need for 

careful parameter tuning in SVM models, particularly 
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when used in environments with large volumes of data 

and non-linear attack patterns (Dao & Lee, 2022). 

However, like in previous studies, SVM’s performance 

can be enhanced with feature selection techniques, 

making it effective for certain types of attack detection, 

such as DDoS and malware attacks, where precision is 

essential. 

Decision Tree (DT), although praised for its simplicity 

and interpretability, also revealed similar challenges as 

earlier studies, particularly in terms of overfitting. This 

study found that standalone DT models are prone to 

overfitting in high-dimensional datasets, which mirrors 

the findings of earlier studies by Fu (2022) and Higgins 

et al. (2021). However, when combined with feature 

selection techniques, DT’s performance improved 

significantly, as feature selection helps eliminate 

irrelevant or redundant features, thus addressing the 

issue of overfitting. Schmidt et al. (2016) similarly 

found that applying feature selection techniques, such 

as Recursive Feature Elimination (RFE), to DT models 

significantly enhanced their ability to detect cyber-

attacks. These findings reinforce the understanding that 

while DT may not be the most robust model for large-

scale IDS, it remains a valuable option for applications 

where model interpretability and simplicity are 

prioritized, and where feature selection can mitigate its 

limitations. 

One of the key findings of this study is the importance 

of feature selection in optimizing ML-based IDS 

performance, a conclusion that strongly resonates with 

earlier research. Techniques such as Principal 

Component Analysis (PCA) and RFE have been widely 

adopted in IDS to reduce dimensionality and improve 

detection accuracy, as noted by Al-(Kim & Poor, 2011). 

This study confirmed that models incorporating feature 

selection techniques consistently outperformed those 

that did not, with RF models achieving near-perfect 

accuracy when combined with feature selection. 

Previous studies, such as those by Ozay et al. (2013), 

also highlighted the effectiveness of feature selection in 

reducing noise and improving computational efficiency, 

allowing IDS models to focus on the most critical 

features of network traffic. The present study supports 

these findings, further underscoring the importance of 

feature selection as a critical step in enhancing the 

performance of IDS models across various machine 

learning algorithms. 

Lastly, this study sheds light on the increasing 

significance of ensemble methods and hybrid models in 

improving the robustness and accuracy of IDS. The 

findings align with earlier research by Kim and Poor 

(2011) and Mitchell and Chen (2014), who 

demonstrated that combining models such as RF and 

SVM through ensemble techniques led to superior 

performance, particularly in detecting complex cyber-

attacks like DDoS. The use of ensemble methods, such 

as bagging and boosting, was shown to reduce the 

limitations of individual models by leveraging their 

strengths and mitigating weaknesses, resulting in 

improved detection accuracy and reduced false 

positives. This study adds to the growing body of 

literature that supports the use of hybrid approaches in 

IDS, showing that ensemble methods consistently 

outperform standalone models in terms of 

generalization and scalability, making them particularly 

suitable for real-time intrusion detection in large-scale 

networks. These findings emphasize the continued 

evolution of hybrid and ensemble techniques as key 

drivers of innovation in cybersecurity. 

6 Conclusion 

This study highlights the significant role that machine 

learning techniques, particularly Random Forest (RF), 

Support Vector Machine (SVM), and Decision Tree 

(DT), play in enhancing the effectiveness of intrusion 

detection systems (IDS), especially in detecting 

Distributed Denial of Service (DDoS) attacks. The 

findings reaffirm that RF consistently outperforms other 

models in terms of accuracy, generalization, and 

handling of large, high-dimensional datasets, making it 

the most reliable choice for large-scale IDS 

applications. SVM, while effective in specific attack 

scenarios, is limited by its scalability and computational 

requirements, but remains valuable when integrated 

with feature selection techniques. DT, though 

susceptible to overfitting, benefits greatly from feature 

selection, which improves its performance and 

interpretability in detecting cyber-attacks. The study 

also underscores the critical importance of feature 

selection in optimizing the accuracy and efficiency of 

ML models across different algorithms. Furthermore, 

the growing use of ensemble methods and hybrid 

models demonstrates a promising direction for 

improving the robustness, scalability, and real-time 

detection capabilities of IDS. Overall, the study 
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confirms the effectiveness of machine learning in 

cybersecurity and emphasizes the need for continued 

research into ensemble and hybrid approaches to further 

enhance IDS performance in an evolving threat 

landscape. 
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